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ABSTRACT

In this paper, the flow and particle trajectories, induced by standing surface acoustic waves (SSAWs) in a poly-dimethylsiloxane microchan-
nel, are investigated by establishing a two-dimensional cross-sectional model with the finite element method and improved boundary condi-
tions. Extensive parametric studies are conducted regarding the channel height, ranging from 0.2 to 4.0 times the spacing of the repetitive
vertical interference pattern, to investigate its influences on the flow field and microparticle aggregation. The first-order flow field is found to
be related to the channel height, exhibiting a periodic spatial distribution and oscillatory variation in its amplitude as the height changes. We
theoretically analyze the propagation mechanism of the acoustic waves in the vertical direction and thus determine the periodicity of the
wave interference pattern. Furthermore, we find that the speed of the particle aggregation is a function of the channel height, so the channel
height can be optimized to maximize the strength of the first-order flow field and thus minimize the time of particle aggregation. The opti-
mum heights can reduce the aggregation time by up to 76%. In addition, the acoustophoretic motions of microparticles exhibit a spatially
dependent pattern when the channel height becomes larger than a quarter of the wavelength of the SAW, which can be explained by the
change in the ratio between the radiation force and the streaming drag force from position to position. Our findings provide guidelines to the
design and optimization of SSAW-based acoustofluidic devices.

© 2023 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0177118

I. INTRODUCTION

Microfluidics has shown its promising potential for the manipula-
tion of fluids and particles at a microscale. * Among the various techni-
ques applied in microfluidics, acoustofluidics has gained significant
attention recently due to its noninvasive and label-free nature.”'” In
standing surface acoustic wave (SSAW)-based microfluidic devices,

SSAW is formed on the surface of a piezoelectric substrate by the super-

and phase of the SAW, researchers can achieve selective manipulation
of particles based on their size, density, or compressibility.”'* ">

The performance of the SSAW-based devices is significantly
influenced by various factors,'*'” including the device design (micro-
channel geometry, wall material, location of IDTs, etc.), operational
parameters (frequency and amplitude of the SAW, flow rate, tempera-
ture, etc.), and the acoustic properties of the particle and fluid (size,
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position of two counter-propagating SAW's emitted by a pair of interdig-
itated transducers (IDTs). Due to the scattering of the acoustic waves,
particles suspended in the microchannel experience a net force that
drives them toward the pressure nodes (PNs) or antinodes (ANs)
depending on their acoustic properties. By tailoring the geometry of the
microchannel and operating parameters such as frequency, intensity,

shape, and density of the particle, viscosity and density of the fluid,
etc.). Numerous researchers have dedicated their efforts to optimizing
acoustofluidic devices and studying the underlying mechanisms of par-
ticle manipulation. Nama et al.” introduced impedance boundary con-
ditions to represent channel walls based on a two-dimensional (2D)
cross-sectional model established by Muller et al.'® Their work
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discussed the influences of the wall impedance, particle size, and phase
difference between SAWs on the SSAW fields. Building on this simpli-
fied 2D model, extensive numerical and experimental studies have
been conducted to investigate the influences of critical parameters on
SSAW-based acoustophoresis. Devendran et al.'” revealed that the
pressure distribution and streaming field exhibit a degree of variation
along the channel width due to the presence of a traveling wave com-
ponent when two opposite-traveling and gradually decaying SAW's are
superimposed. They observed larger traveling wave components and
stronger streaming vortices near the side walls. Expanding on the find-
ings of the lateral spatial dependence of the dominant force,
Devendran et al.”’ further investigated the effects of channel height on
the streaming field, and the optimum heights were quantified, which
leads to the occurrence of the weakest streaming. Sachs et al.”" studied
the channel height dependence of the streaming pattern and the criti-
cal particle size for switching between the radiation-force-dominance
regime and viscous-force-dominance regime. In addition to using the
streaming effects and particle size sensitivity as performance metrics
for particle aggregation, Dong et al.”* determined the optimum range
of heights based on the highest accuracy of particle aggregation. Apart
from the studies focusing on the geometry of the microchannel, Wang
et al.”” investigated the resultant pressure distribution and particle tra-
jectories with different configurations of the acoustofluidic device.
Regarding the placement of IDTs, Wu et al.”* developed a novel tilt-
angle configuration of IDTs, where SSAW is at a certain angle relative
to the continuous flow. This configuration of IDTs enhanced the sepa-
ration efficiency by 32% with same power consumption.

Furthermore, to the previous studies of simplified 2D models,
Hsu and Chao™” demonstrated a full-wave model that considers the
elastodynamics of the solid walls and the electromechanics of the pie-
zoelectric substrate to investigate the effects of dimensions and loca-
tions of the channel on acoustophoresis. They found that the critical
particle size could be reduced by an order of magnitude by adjusting
the channel location. To enable a better knowledge of acoustophoresis,
Liu et al.”® recently developed a novel three-dimensional (3D) micro-
fluidic model that simplifies the modeling of the substrate and micro-
channels, which are used to study the effects of the tilt angle of IDTs,
SAW frequency, and flow rate on the manipulation of particles.
Progressing from the simplified 3D model, Liu et al.”’ established a
fully coupled 3D model for SSAW-based microfluidic device and sim-
ulated the particle trajectories with different particle radii. Das and
Bhethanabotla™ developed a thermo-pressure acoustic model and
applied it to the modeling of 3D thermoviscous acoustofluidic systems.
Thanks to the development of feasible 3D numerical simulations,
Marefati et al.'” investigated the influences of crucial parameters on
acoustic streaming and particle concentration.

In this work, the governing equations are solved using the pertur-
bation method and the finite element method (FEM) to numerically
obtain the resultant fluid field and particle trajectory. This study aims
to explore the influences of the microchannel height on the distribu-
tion and magnitude of the SSAW-induced physical fields, the timescale
of particle aggregation, and the size- and space-dependent particle
aggregation patterns. Our previous work™ adopted the conventional
freeze-wall boundary condition for simulating particle trajectory. In
the current study, it has been replaced by the bounce-wall boundary
condition, resulting in a better prediction of particle motions after
striking the solid wall. This boundary condition allows the majority of
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the particles to be aggregated at PNs, so a more appropriate indicator,
i.e,, aggregation time instead of aggregation accuracy, can be used to
better describe the performance of the device. In addition, we have
extended our investigation to a much broader range of channel heights
and discussed the propagation mechanism of the ultrasonic wave along
the height-wise direction. These improvements enable us to propose,
for the first time, a generic formula for the optimal channel height.
Furthermore, while the critical particle size has been widely studied, its
dependence on the channel height and the phenomenon of localized
aggregation remains unclear. Hence, our study also fills this gap. The
findings gain insights into the design of SSAW-based microfluidic
devices.

Il. MATHEMATICAL MODEL
A. Governing equations of the fluid

In the fluid domain, the continuity equation and Navier-Stokes
equation for a viscous compressible fluid are derived by the conserva-
tion of mass and momentum®” "'

dp

E—O—V(pv)zo, (1)

p%—i—p(wv)v: —Vp + uV3v + (ub +§)V(V-v), )

where p, v, p, 11, and py, are the mass density, fluid velocity, fluid pres-
sure, shear viscosity, and bulk viscosity, respectively. To solve Egs. (1)
and (2), the thermodynamic equation of state is introduced as a consti-
tutive equation, in which pressure p is expressed as a function of den-
sity p with the assumption of constant entropy in time and space””

plzcgph (3)

where c is the isentropic speed of sound in the liquid.

A challenge of solving these non-linear governing equations lies
in the different characteristic time scales between the imposed periodic
acoustic oscillations with frequency of 1-100 MHz and the non-linear
streaming and particle movement with characteristic time of tenth of
second to several minutes.”*” The introduction of ultrasonic waves to
the fluid induces small perturbations to the acoustofluidic fields, which
can be expressed by the summation of a quiescent component, a time-
harmonic component (fluid response to the periodic acoustic excita-
tion), and a steady component (time-averaged acoustic streaming over
an oscillation period)

v=vo+vi+v+0) 4+, (42)
p:po+p1+pz+0(e3)+~~-, (4b)
p=pytp+p+0E) 4, (40)

where € is a non-dimensional small parameter (< 1). The subscript 0
refers to the quiescent component, which is independent of the actua-
tion of acoustic waves, 1 refers to the first-order component, and 2
refers to the second-order component. The contributions from the
terms higher than second order are relatively small and negligible. The
first-order and second-order equations can be obtained by grouping
terms in the governing equations according to e.

Substituting Eq. (4) into Egs. (1) and (2) and collecting only the
first-order terms, which contains ¢, yields the first-order equations
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dp
8_1‘1 =—pV - v, (5)
0
0o _f;tl = —Vp +uV3v + (ub + g) V(V ). (6)

To simplify the mathematical processes, we assume a time harmonic

dependence of all the first-order terms by adding a complex expression
eiwt’

vi(x, 1) = v (x)e™", (7a)
pr(x 1) = pr(x)e”, (7b)
Py (x.1) = py (x)" 70
where x is the position vector; v; (x), p1 (x ) and p, (x) are the time-

independent complex fields in space. i is the imaginary unit, w = 2nf
is the angular frequency, and f is the frequency of the imposed acoustic
field. By inserting Eq. (7) into Egs. (5) and (6), every time derivative
0/ 0t can be replaced by multiplying by a factor of i, yielding

iop, = —poV - v1, (8)

iwpyvy = —Vp; + ,Uvzvl + (.Ub + g)v(v V1), 9

where the solution to the original real-number governing equations
can be obtained by taking the real part of the complex field solved
from Egs. (8) and (9) [e.g, v = Re[v,€™!], where v; on the left side is
the desired physical field, while the v; within the bracket is the com-
plex field solved from Egs. (8) and (9)].

The second-order terms cause the stationary acoustic streaming,
which cannot be produced by pure sinusoidal variation. Due to the sig-
nificant timescale discrepancy between the acoustic vibration and
acoustic streaming, the second-order effects are averaged over a period
of oscillation T, denoted by (X) =L [\ X(t)dt, yielding the time-
averaged second-order equations

=V (p-v1) = poV - (na), (10)

<p1%> +po((v1 - V)vi) = =V - (p2) + uV* (v2)

+ (ub +§)V(V~ (v2)), (11)

where transient processes are neglected, and the time-averaged values
of the first-order terms and <a"2> are zero. The non-zero velocity (v,)

is the acoustic streaming velocity, which is generated due to the
absorption of energy and momentum from the imposed acoustic
waves. The non-zero pressure (p,) generates the radiation force that
arises from the scattering of acoustic waves.

B. Acoustophoretic forces on single microparticles

In practical biological applications, buoyancy and gravity forces
are nearly balanced out, leaving only acoustic radiation force and vis-
cous force (ie., Stokes drag force) to control the particle motion.
Assuming neutral-buoyance particles with sizes much smaller than the
acoustic wavelength in a dilute-suspension case, we can neglect parti-
cle-particle interaction and particle-induced fluid motion. The radia-
tion force, induced by the scattering of the sound wave, is the main

pubs.aip.org/aip/pof

force driving the acoustophoretic phenomena, while the Stokes drag
force, exerted by the second-order acoustic streaming, can hamper
particle accumulation. Although the second-order effects are responsi-
ble for the acoustic radiation force, for spherical particles with radii »
much smaller than the acoustic wavelength (r < Agaw, i.e., particle
radii within the range of 0.1 to 10 um in the context of our study), we
can obtain the time-averaged radiation force based solely on the first-
order quantities, as follows:***

2 * ok
Frq = —71° TRe 1P1VP1} pORe[f2 VIVVI} R (12a)

where K is the compressibility of the fluid and the asterisk represents
the complex conjugate. The monopole scattering coefficient f; and
dipole scattering coefficient f, are expressed as

h=1——, (12b)

he 2(1=7)(Py — Po)
27 20, +po(1-3y)

?:—§[1+i(1+§)}é,5: 2n (12d)
2 a/|a WPq

where p,,, d, and y are the density of the particle, thickness of the vis-
cous boundary layer, and d-dependent variable, respectively. The com-
pressibility of the fluid ry and the compressibility of the particle ;, are
defined as™*’

(12¢)

1
Ko =—3, (13)
Pocs
3(1 — 1
Kp ( O-P) (14)
I1+o0, p

where o, and ¢, are the Poisson’s ratio of the solid particle and the
speed of sound of the particle, respectively. The streaming-induced
Stokes drag force is determined by the relative velocity between the
particle velocity v, and the second-order streaming velocity (v,), as
follows:

Farag = 6mtpr ((v2) — vp). (15)

The Stokes drag force can be determined by using the solutions to the
second-order equations.

Once the solution to the radiation force and the Stokes drag force
is known, the particle trajectory can be determined based on Newton’s
second law of motion

d(vp)
ST

where m,, is the mass of the particle. The inertia of the particle can be
ignored because the timescale of the acceleration is relatively small
compared to the total duration of particle motions.”' By setting the left
side of Eq. (16) to zero and substituting Eq. (15) into Eq. (16), the par-
ticle velocity can be expressed as

deg+Frad7 (16)

Fraa
= —. 17
Vp <V2> + 6mur (17)

By solving Eq. (17), the particle trajectories can be predicted.
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C. Acoustic energy

To facilitate the analyses of results from the energy perspective,
we hereby introduce the time-averaged total acoustic energy density
Ei for the first-order fluid response and the kinetic energy density ey,
for the second-order fluid response, which are defined as’ 0

1 1
Eiot ZEK0<P1PT> +EPO<V1VT>7 (18)

1
ein = 5P0V227 (19)

where the total acoustic energy density E consists of the potential
energy density Epot =2xo(p1p;) and the kinetic energy density
Eian = 4 po(119).

1ll. NUMERICAL MODEL

A. Model configuration and physical description

A 3D sketch of a typical SSAW-based device for particle aggrega-
tion is demonstrated in Fig. 1. The device consists of a Y-cut lithium
niobate (LINbO3) piezoelectric substrate, onto which a pair of metallic
interdigital transducers (IDTs) with a periodic electrode configuration
is bonded. The microchannel, located between the IDTs, is filled with
water and made of a bio-compatible soft elastic poly-dimethylsiloxane
(PDMS) material (Sylgard-184-silicone elastomer base and Sylgard-
184-silicone elastomer curing agent mixed at a ratio of 10:1 by
weight’’). When hormonic electric signals are applied to the IDTs, two
counter-propagating traveling SAWs (TSAW) are generated at the sur-
face of the substrate, resulting in the formation of SSAW. Following
the Huygens-Fresnel principle,””” the SAWs leak upwards into the
fluid domain at a Rayleigh angle, forming an oscillatory pressure distri-
bution and actuating the acoustic streaming inside the overlying
microchannel.

Figure 2 illustrates the underlying physics of the formation of
SSAW and the related phenomena in the cross-sectional view. The
TSAW that propagates on the surface of the substrate is the so-called
Rayleigh wave, and its amplitude decays exponentially toward the sub-
strate to a depth of 1-2 wavelengths. Therefore, most of the energy is
constrained to the surface of the substrate.”'’ The displacement of the
TSAW has 90° phase difference in time in different directions (x and z
directions), leading to the elliptical displacement. The TSAWs propa-
gate along PDMS-substrate interface and fluid—substrate interface and
leak energy directly into the PDMS and fluid with a refraction angle 0,
as denoted by the blue and red arrows in Fig. 2. The refraction angle is
defined as the ratio of the speed of sound in the two different media'’

FIG. 1. Three-dimensional sketch of the SSAW-based device consisting of the
PDMS microchannel filled with water and two interdigitated transducers bonded on
the piezoelectric substrate.
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FIG. 2. lllustration of SAW propagation in cross-sectional view.

0= (20)
Csub

where ¢a and cqyp, are the speed of sound of the refracted material
and vibrating substrate, respectively. Hence, Oppms—sub = cpDMs/ Csub
at PDMS-substrate interface, where cppys is the speed of sound in
PDMS; 0 _guy = ¢o/Csub at fluid-substrate interface. In the transverse
direction of the channel, two TSAWSs travel toward each other and
decay exponentially along their paths, forming SSAW with traveling
wave components.” The mismatch of the amplitudes of the two
counter-propagating TSAWs causes the traveling wave components,
which are particularly obvious near the two side edges of the channel
when the channel width is relatively large.

Apart from the direct leakage of TSAWs from the surface of the
vibrating substrate, TSAWs also leak into the fluid through several
other indirect ways, including transmission and reflection at the
PDMS-air and fluid-PDMS interfaces, as indicated by the black
arrows in Fig. 2. Waves that leak into the PDMS wall are reflected at
the PDMS-air interface and travel back to the fluid through the
PDMS-fluid interface. While the wave reflection coefficient from
PDMS to air is nearly equal to one, indicating that the majority of the
incident waves toward the PDMS-air interface will be reflected back to
the PDMS, the damping coefficient for PDMS walls thicker than 2 mm
and wave frequencies larger than 6 MHz is large enough to assume all
the waves propagating through the PDMS wall are absorbed.””
Therefore, we neglect the waves reflected at the PDMS-air interface
and only consider reflections at the fluid-PDMS interface. The
pseudo-standing waves are formed in the vertical direction by the
superposition of upward-propagating waves emitted from the substra-
te—fluid interface and the weaker waves reflected at the fluid-PDMS
interface with a small yet non-zero reflection coefficient. The pseudo-
standing wave can also be understood as the combination of a standing
wave and a traveling wave.

Given that the primary flow is uniform along a long and straight
channel, we can disregard any changes caused by the imposed acoustic
waves in the streamwise direction (y direction). Because of the high
computational cost required by an intricate 3D model, a 2D cross-
sectional model over the x—z plane has been established, as shown in
Fig. 3. Appropriate conditions (as discussed in Sec. ITI B) are imposed
on boundaries I'; and Iy of the computational domain Q to represent
the characteristics of the surrounding PDMS walls and acoustic excita-
tion on the substrate. The 2D model has been proved to simulate the
resultant physical fields with sufficient accuracy as long as the thick-
ness of the PDMS wall is larger than the PDMS damp length,"’ which
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FIG. 3. Computational model of the SSAW-based device in cross-sectional view.

is the case in our study. In addition, the established 2D model can
effectively capture the essence of particle aggregation process, as the
acoustic waves primarily influence the particle movement in the trans-
verse and vertical directions. In contrast, the longitudinal movement of
particles is mainly governed by the discharge rate of the particle-fluid
mixture within the microchannel. Due to the nature of aggregating
particles at PNs (in the middle and beside two sidewalls of the channel
in our case), three target boxes are configured at the center of PNs to
count the number of aggregated particles, as shown by the dotted pur-
ple rectangles in Fig. 3.

In order to actuate the system at the full-wave resonance at the
bottom, the actuation frequency f is chosen to be 6.65 MHz and the
width of the microchannel is W = Asaw = ¢qup/f = 600 pm. The dis-
placement amplitude of the acoustic wave is 1y = 0.1 nm. Our case is
considered isothermal, so the temperature is fixed at T=25°C. The
key parameters of water are its density of undisturbed water
po = 997kg/m?, speed of sound ¢y = 1497m/s, bulk viscosity
1y, = 2.47 mPas, shear viscosity 7 = 0.89 mPas, and compressibility
Ko = 448 TPa~!; the key properties of polystyrene are its density
pp = 1050 kg/m?, speed of sound ¢, = 2350 m/s, and compressibility
Kkp = 249 TPa™'; the key properties of PDMS are density pppys =
920kg/m? and speed of sound cppys = 1076.5m/s, while the key
properties of LiNbO; are density pg,, = 4648kg/m> and speed of
sound cqp = 3994 m/s.' >

B. Boundary conditions

The impedance boundary condition is applied to the soft PDMS
channel walls to mimic the behavior of PDMS material, as depicted by
the impedance boundaries I'; in Fig. 3. The impedance boundary con-
dition on I is governed by the following equations:”*°

o)

n-Vp =i—P%p onT;, (21a)
ZppMs

ZppMs = PppMs X CPDMS; (21b)

where Zppys represents the acoustic impedance of the PDMS channel
wall. The impedance boundary condition assumes that all traveling
waves in the thick PDMS walls are absorbed. In the case of silicon or
glass walls, the hard-wall boundary condition, n - v; = 0, is utilized.

The boundary condition at the piezoelectric substrate is repre-
sented by the displacement functions in the transverse and vertical
directions (x and z directions). The displacement function of a travel-
ing Rayleigh wave on the piezoelectric substrate can be described as
follows: "

ARTICLE pubs.aip.org/aip/pof
(X, t) = yuge” e, (22a)
u(x,t) = —uge” e, (22b)

where k = 27t/ is the wavenumber, 1y is the displacement amplitude
in the z direction, 7 is the ratio of displacement amplitude in the x and
z directions, and Cq is the SAW decay coefficient defined by

Cs = Poco

= (23)
PsubCsub j~SAW

For the actuation frequency of 6.65 MHz, the value of C4 is 116 m~*.”
The displacement of the SSAW is derived based on Eq. (22)

e (x, 1) = yy [efcd%fx) ei[—k(%—x)ert} + e*Cd(¥+x)ei[—k(%er)ert]]’
(24a)

(5,1 =ty [efcd@fx) el k() ror—5] _ ~Ca(¥+x) ei[—k(¥+x)+wtfﬂ]7
(24b)

where the 7/2 phase shift between the two counter-propagating
TSAWs is denoted by the subtraction of 7/2 in the z direction, and the
elliptical displacement of SAW is presented by the different signs of
the z-component displacements of the two counter-propagating
SAWs. To enable the specification of velocity boundary condition in
the FEM analysis, the displacement function in Eq. (24) is differenti-
ated with respect to time to obtain the velocity profile. The time-
dependent terms are then removed from the velocity equations to
enable the frequency domain analysis, leading to the following velocity
boundary condition on I'y,

Ve(x, ) = Yupw [ Ca(3=2) [ -K(¥-2)] | o=Cal¥+) ei[_k(%”‘)}]’

(25a)
v, (_x7 t) = —upw [e—Cd (%—x) ei[—k(%—x) —%] o e—Cd (%-HC) ei[—k(%+x) —%]] )
(25b)

The oscillations in the x direction can be disregarded since only the
vertical oscillation induces the pressure distribution in the fluid.
Furthermore, the decay along the paths can also be neglected due to
the small width of the channel.

For the second-order terms, the Dirichlet no-slip boundary con-
dition is imposed on all boundaries (I'y and I'y)

vy=0o0n Iy and TI7. (26)

It is worth mentioning that strictly speaking the solid boundaries are
not static. However, as the difference between the initial and deformed
positions is relatively small, we can neglect the boundary movement
and apply the no-slip boundary condition to all boundary positions.

In simulating particle trajectories, the particle-wall interactions at
four boundaries are usually represented by the freeze-wall boundary
condition in the previous numerical studies,””” which set the particle
velocity to zero and fix the particle position at the time of impact. In
practice, a particle in contact with a solid wall will not be stuck at the
contact point and lose its momentum; instead, it will be reflected from
the wall. This discrepancy leads to the inaccurate particle trajectory
and poor representation of particle manipulation. We hereby employ
the bounce-wall boundary condition [v, = v — 2(n - v¢)n, where v,
is the particle velocity when striking the wall], treating the walls as per-
fectly reflective boundaries. Figure 4 demonstrate the discrepancy
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FIG. 4. Comparison of the final positions of 10 um particles under different bound-
ary conditions. (a) Freeze-wall boundary condition. (b) Bounce-wall boundary
condition.

under different boundary conditions. We can observe that a few par-
ticles are eventually stuck at the upper and lower boundaries with the
freeze-wall boundary condition, which is unlikely to happen in labora-
tory observation. In contrast, when using the bounce-wall boundary
condition, nearly all particles move toward PNs driven by the radiation
force. Although several particles near the bottom wall are trapped in
both cases, close scrutinization shows that they actually undergo differ-
ent motions. Particles in Fig. 4(a) are stuck at the bottom wall with
zero velocity, while particles in Fig. 4(b) are circulating within the
regions dominated by streaming force.

C. Numerical validation and implementation

Following our previous work,”” the FEM is employed to
discretize the differential equations in space and time, allowing for a
numerical solution to be obtained. Mesh convergence analysis is
conducted by examining the relative convergence parameter

Cg) = \/ f (g— gref)zdxdz/ f (gref)zdxdz for a numerical solution g
with respect to a reference solution g, resulting from the finest mesh
dy, = 0.20, as shown in Fig. 5. To fully capture the flow in the thin
boundary layers near the solid-fluid interfaces, we set the maximum
element size near the boundary to be djayer = 0.3, and the maximum
element size in the middle of the fluid domain to be di, = 10diayers
which has been shown to give sufficient resolution according to our
mesh convergence analysis.

Furthermore, the numerical implementation of our model has
been verified against both numerical and experimental results from
Mao et al.*’ Corresponding to their work, the rectangular PDMS chan-
nel encloses the water domain with a width of 170 um and a height of
60 um, and the SAW is applied at a frequency of 12.883 MHz with a
wavelength of 300 um. To maintain consistency with their work for
comparison, the particle-wall interactions are initially represented by
the freeze-wall boundary condition. Figure 6 shows a comparison
between the results reported in Mao et al.*’ and those obtained from
our simulation. Figures 6(a)-6(c), 6(g), and 6(h) present the results
when PN is located at the center of the channel, while Figs. 6(d)-6(f),
6(i), and 6(j) display the results when AN is located at the center of the

pubs.aip.org/aip/pof
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FIG. 5. Mesh convergence analysis: the relative convergence parameter C for dif-
ferent physical fields as a function of the meshing parameter o/ d.

channel. Figures 6(a), 6(d), 6(g), and 6(i) demonstrate the radiation
force potential with radiation force vectors represented by black
arrows, pointing from the regions of maximum radiation force poten-
tial (red) to the regions of minimum radiation force potential (blue).
The computed trajectories (blue lines) and final positions (red points)
of the 5.022 um polystyrene beads are shown in Figs. 6(b), 6(e), 6(h),
and 6(j). The experimental traces of particles move along three lines in
the middle and near two sidewalls for the case of PN at the center,
while particle trajectories only leave two traces near the two sidewalls
for the case of AN at the center. In Figs. 6(e) and 6(j), it is noted that
several particles are stuck at the bottom away from the two sidewalls,
which slightly differs from the experimental results. These discrepan-
cies can be attributed to the idealized assumptions in the numerical
model, such as uniform flow velocity, homogeneous particle distribu-
tion, and negligible particle-particle interaction. Furthermore, it can
be attributed to the freeze-wall boundary condition applied in simulat-
ing the particle trajectories. Under such a boundary condition, particles
will lose their momentum once they touch the wall. Under the
bounce-wall boundary condition, near-bottom particles tend to slide
closer toward the two sidewalls with a distance of less than 10 um, as
shown in Fig. 6(k). When switching to the bounce-wall boundary con-
dition, our numerical results show better agreement with the experi-
mental observations than Mao et al.”’

IV. PARAMETRIC STUDIES CONCERNING CHANNEL
HEIGHT
A. Influences on physical fields

Physical fields induced by the SSAW potentially play important
roles in the performance of acoustophoresis. The acoustofluidic fields
consist of the acoustic wave field indicated by the first-order quantities
and the corresponding fluid field indicated by the second-order quan-
tities. They induce the force fields that directly drive particle motion.
In addition, energy fields are also considered below to enrich the
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FIG. 6. Comparison of the radiation force potential fields, radiation force fields, and numerical and experimental trajectories of 5.022 um polystyrene beads between (a)—(f) Mao
et al.’s results*® and (g)-(k) our simulation results. (), (d), (g), and (i) Acoustic radiation force and its potential fields in the x-z plane view. (b), (), (h), and (j) Numerical trajec-
tories and final positions of the polystyrene beads in the x-z plane view under freeze-wall boundary condition. (k) Numerical trajectories under bounce-wall boundary condition.
(c) and (f) Experimental traces of the polystyrene beads in the y—x plane view.

analyses. To gain insight into the underlying physics of these fields in a 1. Spatial distribution
closed rectangular microchannel cross section, we carry out a series of

In Fig. 7, we demonstrate the spatial distribution of acoustofluidic
numerical simulations, where we vary the channel heights from 40 to

fields, including the first-order acoustic pressure p;, the first-order

LbbG:LL €202 Joquisoaq Lz

960 ym, while maintaining a constant the channel width. acoustic velocity vy, and the time-averaged second-order velocity (v,),
120 12.9 8.19 1.47
g I kPa g mm/s g um/s
o 0 0 0
19 11.4 2.34
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FIG. 7. Acoustofluidic fields at channel heights of h = 120 um and h = 540 um: (a) first-order pressure field, (b) first-order velocity field, and (c) time-averaged second-order
velocity field.
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first-order field, and (d) kinetic energy density of the second-order field. Force and energy magnitude is shown as colors ranging from zero (blue) to maximum value (red), while

vectors are denoted as white arrows.

at two representative channel heights 4 = 120 and 540 ym. The mag-
nitude of these parameters is displayed using colourmaps ranging
from maximum (red) to minimum (blue) values, and vectors are
shown as white arrows. In Figs. 7(a) and 7(b), three PNs can be
observed in the horizontal direction due to the superposition of two
counter-propagating  TSAWs at the surface of the substrate.
Meanwhile, the first-order acoustofluidic fields exhibit a periodic dis-
tribution in the vertical direction, indicating the oscillatory propaga-
tion of the leaky traveling waves from the bottom toward the top. As
the pseudo-standing wave in the vertical direction is formed by the
reflection at the upper PDMS wall (i.e., from low-impedance material
to high-impedance material), the resultant pressure nodal position of
this pseudo-standing wave is captured at the top of the channel z = h.
With the change of the channel height, the pressure antinodes imme-
diately above the channel bottom shift up and down periodically from
z=0 to 60 um (e.g., AN at z = 60 um for h = 120 um but at z =
0 um for h = 540 um), as waves travel different distance until being
reflected at the top. In contrast, the second-order velocity field is actu-
ated by the attenuation of the leaky waves from the bottom boundary
and is confined in the near-bottom region of the channel
(z < Zsaw/4 = 150 um, as the vertical extension of acoustic stream-
ing equals the horizontal one'®) where four streaming vortices can be
observed in Fig. 7(c). Owing to the nature of the bottom-driven system
(i.e., SAW excitation only at the bottom interface), the magnitude of
streaming becomes much weaker in the upper region of the channel
(z > 150 um), and the spatial distribution of (v,) does not change sig-
nificantly with the increase in the channel height. When the channel
height is relatively large (e.g., h = 540 um), two blurry streaming vorti-
ces can be observed in the upper region, which is the secondary effects
induced by the four vortices near the bottom.

The force fields and energy fields are derived from the acousto-
fluidic fields, as discussed in Sec. II. From Egs. (15) and (19), the
Stokes drag force Fgrg and the kinetic energy density of the second-
order field ey, are proportional to v, and v,2, respectively. Therefore,
their spatial distributions in Figs. 8(b) and 8(d) are akin to the distribu-
tion of the second-order velocities in Fig. 7(c), where they are all con-
strained near the substrate. In relation to the first-order fields, the
radiation force Fpq presents a periodic distribution with vectors
denoted by the white arrows always pointing away from the antinodes,

and the total acoustic energy density of the first-order fields Ei, reveals
a column-shape distribution with the higher energy zone at antinodes
(red) and the lower energy zone at nodes (blue), as shown in Figs. 8(a)
and 8(c). Resulting from the periodic variation of the first-order pres-
sure nodal positions in the vertical direction, the cellular structure of
the radiation force field emerges periodically from the bottom wall in
Fig. 8(a).

2. Vertical periodicity of wave interference pattern

The periodicity of the first-order pressure field in the vertical
direction is further investigated. Recent work noted that the interac-
tions between a TSAW and a microchannel can induce microscale
interference patterns.”’ A substrate-bound TSAW produces a wave-
front that propagates at cqp, = Asawf along the bottom wall, and we
term it as the “SAW wavefront” as it has the same wavelength as the
underlying SAW on the surface of the substrate. Based on the
Huygens-Fresnel principle,” the channel wall serves as the source of
the Huygens-Fresnel wavelets. Such wavelets will be generated as the
SAW wavefronts propagate along the bottom, resulting in a wavefront
that emanates from the bottom wall at a Rayleigh angle 0y and travels
at ¢o = Agf within the fluid. Such wavefronts are termed as “fluid
wavefronts.” Figure 9 demonstrates that the combination of these

. y g
e/;.o .............
el O (.,

Piezoelectric substrate

FIG. 9. Intersection of fluid wavefronts and SAW wavefronts yields pressure nodal
positions parallel to the bottom channel wall for the case of a TSAW.
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wavefronts produces the pressure nodal and antinodal positions paral-
lel to the bottom wall. Where these wavefronts destructively interfere,
minimum oscillation amplitude occurs. The vertical spacing of the
repetitive interference pattern along the microchannel height 1, is
obtained by trigonometry as shown in Fig. 9

;Lf

AL = Jsaw tan (sin_1 ) = 242 um. 27)

SAW

The periodicity of the wavefront intersections A, for the case of
TSAW can also be applied to the case of SSAW, since the standing
wave can be deemed as the superposition of two counter-propagating
TSAWs. The resultant time-domain illustration of the propagation of
SSAW can be found in the supplementary videos of Devendran
et al.,"” where the periodic variation of pressure nodal positions in the
vertical direction can be observed. Through Eq. (27), we have estab-
lished the relationship between 4, and Zsaw. We hereby introduce a
nondimensional parameter h/Asaw, which normalizes the channel
height with Asaw.

3. Amplitude and spatial average

To gain a better understanding of the influences of channel
height, we examine the overall strength of the acoustofluidic fields and
force fields, as well as the spatial average of the energy fields, as a func-
tion of the non-dimensional parameter h/Zsaw in Figs. 10-12. The
maximum amplitude of acoustofluidic and force fields over the cross
section are always captured at the first ANs immediately above the
actuation boundary. The average total acoustic energy density Eo of
the first-order fields over the bulk of volume V" and the average kinetic
energy density €y, of the second-order field over the cross section of
area A can be derived from Egs. (18) and (19), respectively,

ARTICLE pubs.aip.org/aip/pof

Ekin = zZ_OwL (uy + v,)*dA, (29)

where u, and v, are the x and y components of the second-order
velocity v,. In Figs. 10-12, the amplitude and spatial average of these
fields exhibit an oscillatory pattern with respect to the channel height,
which results from the periodic variation of pressure nodal positions.
The oscillation of the curve exhibits periodicity with a regular interval,
as denoted by Al in Fig. 10. Notably, all the physical fields undergo
a slightly oscillatory decrement with the increase in the channel height,
owing to the enhanced wave attenuation with increased vertical dis-
tance of travel. It is also worth noting that ey, exhibits a more pro-
nounced oscillatory decrease compared to Eq, due to the asymmetric
nature of the second-order fields. In Fig. 10, the oscillatory curves of
the first-order fields match well with each other, with nearly zero phase
difference, since the first-order velocity is coupled with the first-order
pressure in Eq. (6). In contrast, the second-order velocity field has a
slight phase shift to the first-order fields, which can be attributed to the
velocity gradient observed within the viscous boundary layer due to
the no-slip boundary condition. A similar phase difference can be also
seen in force fields and energy fields in Figs. 11 and 12.

According to Egs. (12) and (15), the Stokes drag force is propor-
tional to the second-order velocity (Fgrag o< v2), while the radiation
force is proportional to the acoustic pressure squared (Fraa o< |p1 |Z).
From Egs. (12)-(15), (28), and (29), the radiation force is scaled with
the first-order average acoustic energy density, Fraq o Eror, and the
Stokes drag force is scaled with the second-order average kinetic
energy density, Farag X 1/€iin. This enables us to theoretically establish
the relationship between these physical fields and explain the similar
phase difference. With respect to the scaling between physical fields, a
higher amplitude of the first-order acoustofluidic fields will store more
acoustic energy in the bulk volume, resulting in a stronger radiation
force that drives particles toward the designated positions.

Based on the interference pattern of two wavefronts (as discussed

Eiot = lJ {lxo (pl p,{)z 4 1 Po (vlv’l‘)z dav, (28) in Sec. IV A 2) and the pseudo-standing wave in vertical direction (as
Vi 14 4 discussed in Sec. Il A), we can pinpoint the specific channel heights
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FIG. 10. Amplitude of the acoustofluidic fields, including the first-order pressure, the first-order velocity, and the second-order velocity.
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that maximize acoustic pressure amplitude. These specific channel (21— 1)tan  sin"! ‘o
heights occur precisely when the first global pressure AN is situated at Coub )
hmax,n = ASAW - (31)

the actuation boundary (i.e., z = 0), as shown in Fig. 7(a). Therefore,
we can derive these channel heights as

A

s = (20— 1) 77, (30)
where 7 is an integer and Fip,y p is @ function of 4, . As we have known,
Af/Asaw = €o/Csub- Substituting this relationship and Eq. (27) into

Eq. (30) yields

4

Hence, himax o is further derived to be a function of Agaw. Such a rela-
tionship holds true for channels with width W = Zgaw. The channel
heights Ayax n Obtained in the numerical simulation are highlighted by
red dots, and the corresponding values are labeled below the horizontal
axis in Figs. 10-12. As shown in Fig. 13, the theoretical and numerical
predictions of Ahy,y are compared for different acoustic wavelengths
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FIG. 12. Spatial average of the energy fields, including the average total acoustic energy density of the first-order fields and the average kinetic energy density of the second-

order fields.
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FIG. 13. Channel height intervals between adjacent pressure maxima for different
AsAw-

Jsaw. The theoretical values are calculated based on Eq. (30):
Ahpax = Bimaxnt1 — Pmaxn = 41 /2. The channel height intervals
Ahpax determined from numerical simulations are depicted in Fig. 10.
These intervals are subsequently averaged and displayed in Fig. 13,
facilitating a direct comparison with theoretical predictions. The blue
band depicts the channel height increment in numerical simulations,
ie, hyep = 5 um. We vary the acoustic wavelength to better validate
our hypothesis and find that our numerical prediction agrees well with
the theoretical prediction for all the tested wavelengths, with all theo-
retical predictions within the error band.

B. Influences on acoustophoresis

Various performance metrics have been applied to assess the
influence of design and operational parameters on particle aggregation,
including purity, yield, aggregation efficiency, percentage of stuck par-
ticles, aggregation time, and sensitivity of particle size.'” In each simu-
lation, we simulate the particle trajectories with a uniform particle size,
rendering the purity indicator not applicable. Moreover, the channel
height is the only independent variable and has little impact on the cel-
lular structure of the pressure distribution, resulting in almost all par-
ticles with a radius larger than the critical radius to eventually move
into the target boxes. Therefore, yield and aggregation efficiency are
not considered. Since the particle clogging phenomena are mainly
observed in the streamwise direction, the percentage of stuck particles
is not considered in our study. Therefore, we hereby consider the
aggregation time and sensitivity of particle size as primary metrics to
evaluate the performance of particle aggregation.

1. Aggregation timescale

The time required for all particles to aggregate in the target boxes
t, is a crucial parameter from a practical perspective, as shorter aggre-
gation time can potentially reduce the device footprint by achieving
higher throughput or shorter device length. Hence, we have deter-
mined the timescale for a complete particle aggregation at different
channel heights, ranging from 40 to 960 um, and identified the opti-
mum channel height based on rapid aggregation. The timescale of

ARTICLE pubs.aip.org/aip/pof

particle aggregation can vary depending on channel geometry, device
configuration, excitation frequency and power, liquid property, etc.
For instance, faster aggregation can be achieved by increasing the dis-
placement amplitude u to obtain higher values of acoustic pressure
amplitude and forces. Although the time required for particles to be
fully aggregated in real applications may differ from our simulation
results due to different setups, our findings are still useful in elucidating
the relationship between the timescale of aggregation and the only
independent variable in our study—the height of the channel. The
radius of the polystyrene particle is fixed at 10 um, which is greater
than the critical radius. The displacement amplitude of the excited
SAWs, 1y, is 0.1 nm.

Figure 14 shows the numerically predicted timescale of aggrega-
tion, ,, as a function of the channel height, /. Red dots depict the opti-
mum channel heights, hopt, corresponding to the most efficient
aggregation with the shortest aggregation time. We specify these opti-
mum heights with red numbers below the horizontal axis, within 5 um
margin of error. The optimum heights occur periodically at intervals
of around 120-125 pm, which can be attributed to the periodic varia-
tion of the magnitude of the resultant physical fields with the channel
height, as discussed in Sec. IV A. The optimum heights can reduce the
aggregation time by a maximum of 76% (100s at & = 110 um vs 23s
at h = 60 um) and by a minimum of 43% (47 s at h = 845 um vs 27s
at h =910 um) compared to the smallest aggregation time. As the
channel height increases, the reduction in the aggregation time dimin-
ishes due to the oscillatory decay of the physical fields (Figs. 10-12).
Notably, the amplitude of the first-order acoustic field, the radiation
force field, and the average acoustic energy density reach their peaks at
exactly the optimum heights. From Sec. IV A 3, the stronger acoustic
field and radiation force lead to a greater amount of acoustic energy
contained in the bulk volume, which gives rise to the faster particle
aggregation. In addition, at channel heights h = hyaxn, the specific
radiation force pushes the near-bottom particles away, as illustrated by
the bottom panel of Fig. 8(a), which prevents particles from being
trapped within the bottom-driven acoustic streaming cell and therefore
contributes to the reduction in aggregation time. Conversely, in cases
where the channel height deviates from hpayn, the radiation force
pushes the near-bottom particles toward the bottom wall, as depicted
in the top panel of Fig. 8(a), trapping particles within the streaming-
dominated areas. Therefore, the dimensionless optimum heights of the
soft-walled microchannel for the SSAW-based particle aggregation
device are determined as follows:

) " (2n — 1)tan (sin*1 CCO )
* opt max,n sub

Pop Asaw  Asaw 4 -8
For SAWs traveling at the surface of the LINbDO; substrate and chan-
nels filled with water, Eq. (32) can be further simplified as
hg A 0.10107 - (2n — 1). Since the channel height and width are
proportional to the acoustic wavelength Asaw, the underlying relation-
ships are expected to hold true for all acoustic frequencies. To further
test our hypothesis, we define the dimensionless difference between
the optimum channel height predicted by Eq. (32) (denoted by hop, )
and the numerical predicted value (denoted by hopynu) as
AR* = (hopt,nu — hopt,th) /hopt, - In Fig. 15, Ah* is plotted against the
integer n for various side lengths of the target box I, displacement
amplitude 1y, and particle radii r, revealing that the difference between
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FIG. 14. Timescale for particle aggregation at different channel heights.

the theoretical and numerical predictions is less than 2% for all cases.
Hence, the optimum channel height for a rapid particle aggregation
can be determined by Eq. (32), irrespective of the size of the target box,
displacement amplitude, and particle size.

2. Sensitivity of particle size

In this section, the sensitivity of particle aggregation to particle
size at various channel heights is studied. Based on the different scaling
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FIG. 15. Dimensionless difference between theoretical and numerical predictions of

optimum channel heights for various target box sizes, displacement amplitude, and
particle radii.

relationships of forces with particle radius (Fq o r* and Fpog < 1)
according to Egs. (12) and (15), we conduct extensive numerical simu-
lations with particle radii ranging from 0.5 to 10 um to determine the
critical particle size, 7, which denotes the threshold between the
drag-force-dominance regime and the radiation-force-dominance
regime, at different channel heights ranging from 40 to 960 um.
Representative resultant particle trajectories are shown in Fig. 16 for
channel heights of 120 and 540 pum, respectively. We find that the criti-
cal particle radius, 74, is consistently around 5-6 um for all the chan-
nel heights examined. The acoustophoretic aggregation is dependent
on the particle size, where 0.5 um particles undergo looping within the
acoustic streaming vortices due to the dominance of the viscous drag
force [Fig. 16(a)], while 5 um particles move toward PNs driven by the
radiation force [Fig. 16(d)]. It is noteworthy that particle aggregation
exhibits a spatially dependent feature at certain particle sizes when the
channel height is larger than a quarter of the SAW wavelength
(h > Jsaw/4 = 150 um), as shown in Figs. 16(b) and 16(c). When the
particle radius is 1.5 um, particles in the upper region of the channel
(z > Zsaw/4 = 150 um) start to move toward PNs, while particles in
the bottom region of the channel (z < Asaw/4 = 150 um) always
remain in circulation in the streaming vortices and gradually aggregate
toward the centers of the vortices, as shown in Fig. 16(b). As the parti-
cle radius increases to 3 um, this spatially dependent particle aggrega-
tion pattern becomes more pronounced, with the majority of particles
either aggregating into the target boxes or concentrating at the centers
of the four streaming vortices in a short period [Fig. 16(c)]. Once the
particle size is larger than 5 um, this spatially dependent pattern disap-
pears, leaving identical aggregation pattern over the entire cross sec-
tion, as shown in Fig. 16(d).

To better understand the mechanisms of such spatially dependent
particle movement, we investigate the particle velocity components,
including radiation force component Vyqg = Fraa/6mur and the

Phys. Fluids 35, 122018 (2023); doi: 10.1063/5.0177118
© Author(s) 2023

35, 122018-12

LbbG:LL €202 Joquisoaq Lz


pubs.aip.org/aip/phf

Physics of Fluids

ARTICLE pubs.aip.org/aip/pof

234 540

um/s um/s

2 (um)

(@)r = 0.5 pm (b)r =1.5um

209 SOOI 777 T

2.16 540 2.96

um/s um/s

0 300
x (um)

(¢)r =3 pum

d)r=5um

FIG. 16. Particle trajectories at channel heights h = 120 and 540 um for particle radii of (a) 0.5, (b) 1.5, (c) 3, and (d) 5 um. The magnitude of the particle speed is denoted by

the colors ranging from blue, as for the minimum, to red, as for the maximum.

streaming component v, according to Eq. (17). Figure 17 shows the
discrepancy between the two particle components vq = vyaq — v, for
channel heights of 125 and 540 um. For the case of h = 125 um, the
particle velocity is dominated by v, when r < 5 um or by v;,q when
r > 5 um. In contrast, for the case of h = 540 um, spatial dominance
of different particle velocity components over the cross section is
observed when 1.5um <r <5um. With the particle radius of
1.5 um, the influence of vy starts to enhance and dominates the
upper region of the channel, while v, still dominates over vy,q near the
bottom, as shown in Figs. 17(b) and 17(c). This can be attributed to
the confined influences of the second-order streaming field v, and its
kinetic energy ey, within a quarter of the SAW wavelength above the
bottom boundary. The spatial dominance of different particle velocity
components leads to the spatially dependent particle aggregation pat-
tern observed in Figs. 16(b) and 16(c). Once the particle radius reaches
5um, the dominance of vy over v, spans the entire channel
[Fig. 17(d)], resulting in a uniform aggregation pattern [Fig. 16(d)].

Therefore, the spatially dependent particle aggregation occurs when
the channel height is larger than Asaw/4 and the particle radius is
around 1.5-5 um.

V. CONCLUSIONS

We have established a 2D cross-sectional numerical model to
investigate the characteristics of the flow fields and microparticle
trajectories in rectangular PDMS channels actuated by two counter-
propagating SAWs at the bottom. The numerical model has been vali-
dated against previous experimental and numerical results reported in
the literature.

With the width of the channel fixed at the SAW wavelength of
600 um, which corresponds to the SAW frequency of 6.65 MHz, the
influences of the channel height on the performance of particle aggre-
gation are studied by varying the channel height from 40 to 960 um.
We found that the spatial distributions of the first-order flow
fields exhibit periodic variations in the vertical direction, while the

z (um)

(@)r=0.5um

(b)r =1.5um

0
x (um)

(d)r=5um

FIG. 17. Difference between the radiation force component and the streaming component of particle velocity at channel heights h = 120 and 540 um for particle radii of (a)
0.5, (b) 1.5, (c) 3, and (d) 5 um. The magnitude of the difference is denoted by red (radiation force component dominates), white (balance between two components), and blue
(streaming component dominates). The vectors of the resultant particle velocity are shown as black arrows.
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second-order flow fields are mainly confined near the bottom of the
channel within a distance equal to a quarter of the SAW wavelength.
Through investigating the physical mechanism of the SAW propagation,
we determined the vertical wavelength of the interference pattern 4, . The
strength of the physical fields within the channel varies with the channel
height in an oscillatory decay fashion, and the peak value reoccurs at the
interval of 7, /2. A phase difference is observed between the oscillations
of the first-order fields and the oscillations of the second-order fields.

The optimum channel heights for rapid microparticle aggregation
can be summarized to be (2n — 1)tan(sin~'cy/cqup ) /4. High acoustic
pressure, strong radiation force, and large acoustic energy are pro-
duced at these optimum heights, enabling acoustofluidic devices to
achieve more efficient particle manipulation.

Furthermore, we simulated the particle trajectories with radii
ranging from 0.5 to 10 um. The critical particle radius was found to be
around 5~6 um, irrespective of the channel height. When the channel
height is larger than a quarter of the SAW wavelength, particle aggre-
gation demonstrates a spatial-dependence pattern for particle radii of
1.5-5 um. Particles in the lower region of the channel (z < Asaw/4)
circulate and finally concentrate toward the centers of the streaming
vortices driven by the drag force, while particles in the upper region of
the channel (z > Asaw/4) aggregate toward PNs under the dominant
influence of the radiation force.

Our investigations have shed light on the underlying physical
mechanism of acoustophoresis and gained valuable insight into the
optimum design of acoustofluidic microchannels.
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